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ABSTRACT
The illusion of consensus occurs when people believe there is con-
sensus across multiple sources, but the sources are the same and
thus there is no "true" consensus. We explore this phenomenon in
the context of an AI-based intelligent agent designed to augment
metacognition on social media. Misinformation, especially on plat-
forms like Twitter, is a global problem for which there is currently
no good solution. As an explainable AI (XAI) system, the agent
provides explanations for its decisions on the misinformed nature
of social media content. In this late-breaking study, we explored the
roles of trust (attitude) and reliance (behaviour) as key elements of
XAI user experience (UX) and whether these influenced the illu-
sion of consensus. Findings show no effect of trust, but an effect of
reliance on consensus-based explanations. This work may guide
the design of anti-misinformation systems that use XAI, especially
the user-centred design of explanations.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Computing methodologies→ Artificial intelligence; • Infor-
mation systems→ Social networks.
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1 INTRODUCTION
AI is increasingly being taken up for a variety of purposes, thanks
to complex algorithms and the availability of big data. At the same
time, a user-centred problem with AI is coming into sharper relief:
that the algorithms making up AI systems are usually black boxes
that make decisions in ways not transparent to people. Even when
they are transparent, people are often unable to understand because
the output is too complex. Indeed, prediction accuracy and explain-
ability in AI are generally trade-offs [27]. To address these issues,
the notion of explainable AI (XAI) has gained momentum in recent
years. The purpose of XAI, a term coined by DARPA researchers in
2017, is to make AI decision-making and other fundamental behav-
ior more understandable to people by providing a human-parsable
explanations [8].

Many of us, members of the general public, are starting to use
these seems (or desire to). For example, many people have become
concerned with the level of misinformation on social media and
desire intelligent fact-checking tools [31], notably on Twitter, and
perhaps especially now after its acquisition by Elon Musk and
subsequent revocation of fail-safe measures [29]. Still, few XAI
initiatives and specifically the forms of the explanations provided
are designed with general non-professional end-users in mind, i.e.,
the lay public. A recent survey found that machine learning (ML)
model descriptions are primarily used by ML engineers to debug
models during the development phase [1]. Furthermore, most work
appears to rely on the researchers’ own intuitions, i.e., expertise, of
what constitutes a good explanation [22].

A pressing question is what forms of explanations are effective at
enabling lay end-users to trust XAI systems [2, 30, 33, 34]. In social
media platforms, lay people make judgments and decisions based on
evaluating and integrating reports from multiple informants [4, 31].
One factor that affects lay people’s confidence in such reports is
the degree of consensus across related reports [4]. In social media,
people may desire explanations that rely on consensus-based data
sources. Placing these sources within explanations provided by
anti-misinformation XAI may increase users’ confidence in the
system’s fact-checking and possibly reliance on it. Yet, this poses a
new problem: an illusion of consensus effect [4, 36], where people
are unable to distinguish “true” consensus, i.e., different informants
relying on different sources but drawing the same conclusion, and
“false” consensus, i.e., different informants relying on the same
source.
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This raises three questions at the intersection of user-centred de-
sign and research methods. First, are people able to distinguish true
and false consensus, i.e., not fall prey to an illusion of consensus,
when explanations are provided by a user-centred XAI system? Sec-
ond, how do we distinguish those who are simply skeptical of AI?
And third, if the illusion occurs, can it be decreased by emphasizing
the independence of sources via the design of the explanations, as
suggested by work outside of social media [4]? To the best of our
knowledge, this has not yet been explored. Therefore, we asked:
How does consensus relate to user trust and reliance on the use of an
intelligent anti-misinformation XAI agent? Specifically: (RQ1) If the
agent provides a consensus-based explanation about its fact-checking,
does this lead to increased trust (attitude) and/or reliance on the agent
(behavior)? We also asked: (RQ2): If an illusion of consensus appears,
what effect, if any, does the consensus-based explanation have on
trust and/or reliance?. To this end, we conducted a comparative
evaluation of a prototypical XAI agent within a live Twitter envi-
ronment that provided explanations to lay Twitter users about its
fact-checking decisions. The main contributions of this work are: (i)
initial empirical attitudinal, behavioural, and user experience (UX)
evidence of a relationship between reliance, but not trust, on fact-
checking services provided by a consensus-based XAI agent and
subsequently (ii) evidence of an illusion of consensus effect. This
work highlights the importance of consensus and its presentation
in XAI systems using the case study of misinformation on Twitter.

2 BACKGROUND
2.1 Trust and Reliance in AI
Trust in automation is defined as “the attitude that an agent will
help achieve an individual’s goals in a situation characterized by
uncertainty and vulnerability” [18, p. 54]. This definition is based on
a strong foundation of empirical research and frequently referenced
in the context of AI [30]. Lee and See [18] define trust as an attitude
and distinguish it from trust as a behavior. Similarly, Hoff and
Bashir’s [11] model of trust in automation makes a clear distinction
between trust as an attitude and behavior, characterizing trust as a
factor that mediates automation performance and user behavior, or
reliance. Most recently, Papenmeier, Kern, Englebienne and Seifert
[25] reported discrepancies between self-reported trust and trust
as a behavior, indicating that it is important to clearly distinguish
between attitude and behavior. In this work, we follow suit by
operationalizing trust as an attitude and reliance as a behavior.

Still, these concepts were developed for automation. Indeed, trust
and reliance have not been well distinguished in research on AI-
based systems and have been grouped together under the term
trust [30]. Trust is typically measured in isolation as a subjective
attitude through questionnaires and interviews [12, 16, 34]. In some
studies, trust has been approached as dependent behaviors or bio-
logical responses [23, 32]. Other research has considered the roles
of automation performance and dependence as mediators of trust
[3, 21, 35]. The focus has been on the relationship between au-
tomation reliability, dependence, and trust, and the results of these
studies are somewhat contradictory. Hussein, Elsawah and Abbass
[13] reexamined this literature and developed experimental guide-
lines to reduce errors. They analyzed the role of trust mediation on
perceived reliability of and dependence on a target sensing system

in a flight task. In order to clearly distinguish between trust and
reliance, we applied their guidelines to explore the relationship be-
tween these factors in the context of consensus-based explanations
provided by XAI.

2.2 Appraising Consensus Across Reports and
Sources

In daily life, we rely on consensus when evaluating and integrat-
ing various pieces of information to make decisions [4]. However,
information is not always independent; separate pieces of informa-
tion may use the same source/s. For example, over 80% of climate
change denial blogs relied on a single primary source [9]. Reliance
by multiple independent informants on a single source of data is
called a false consensus and can influence the formation of accurate
beliefs. Yousif, Aboody and Keil [36] investigated perceptions false
consensus. Subjects were were assigned to one of a true consensus
condition in which they read four positive sentences with differ-
ent primary sources and one sentence with a negative primary
source, a false consensus condition in which they read four positive
sentences with a single primary source and one sentence with a
negative primary source, a false consensus condition in which they
read a positive sentence and a negative, and a baseline condition
in which they read one sentence each, and after reading each sen-
tence, they were asked how much they agreed with the assertion.
As a result, they discovered an illusion of consensus, in which sub-
jects gave similar agreement ratings to presentations of true and
false consensus. Connor Desai, Xie, and Hayes [4] investigated this
consensus illusion, believing that its creation was due to people’s
perception of the independence of information sources. They fol-
lowed the same experimental procedure as Yousif et al. [36] but
also highlighted single sources of information with the same color,
emphasizing the relationship between each source. As a result, true
consensus, with its emphasis on independence, received greater
agreement than false consensus. They further investigated this in
the context of an election poll on Twitter and showed that people
assigned more epistemic weight to true consensus than to false
consensus when the relationship between sources was made trans-
parent. Consensus thus appears to affect our level of agreement
with an opinion. But do these findings translate to consensus-based
explanations provided by XAI? Depending on the type of consensus
provided, people may assign different levels of agreement to XAI
explanations, thus mediating their trust and reliance on the XAI.
Also, if these explanations are transparent about the relationship
between data sources, the illusion of consensus may not occur, even
when the agent provides the consensus. We follow Hussein et al.
[13]’s experimental design by extending the theory of Yousif et al.
[36] and Connor Desai et al. [4] to explore the XAI context and
these possible effects in this work.

3 THEORETICAL FRAMEWORK
Given the lack of established models of trust in AI and particularly
XAI [30], we used Hoff and Bashir’s model for automation [11, 13].
Our instantiation of the model for our XAI agent and construction
of hypotheses is in Figure 1.

Agreement with information when there is true consensus tends
to be higher than when there is false or no consensus [4, 36]. Still, if
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Figure 1: Our theoretical framework, based on Hoff and
Bashir’smodel of trust for automation [11]. Consensus-based
explanations provided by the XAI agent influence reliance
(behavior), which ismediated by trust (attitude) in the agent’s
performance.

the trust model for automation [11, 13] applies to XAI systems, then
we would expect reliance behavior to be mediated by trust. We thus
hypothesize: (H1-1) “True” consensus-based explanations from agent
will increase user trust in agent compared to “false” consensus and “no”
consensus. This effect may also apply to the agent-provided explana-
tions and be reflected in user reliance on the agent, leading to this
hypothesis: (H1-2) User trust in the agent increases user reliance on
the agent. Subsequently, if the results hold true for “true” consensus,
and the theorized relationship between trust and reliance exits for
XAI systems, then we can also hypothesize: (H1-3) “True” consensus-
based explanations from the agent will increase user reliance on the
agent compared to “false” consensus and “no” consensus.

Following previous work [4], our XAI agent explicitly labels
sources of information and the data used by these sources to clar-
ify the relationship between individual sources and data. In other
words, these labels of sources and data should clearly indicate to
users that each source is independent in a true consensus conditions
and not independent in a false consensus conditions. Emphasizing
the independence between data across sources reduces the illusion
of consensus [4]. Thus, the design of the XAI agent’s explanations
should prevent the illusion of consensus from occurring. We hy-
pothesize: (H2) The illusion of consensus will not appear when the
source information about the data is explicit.

4 METHOD
We conducted a within-subjects experiment based on Hussein et
al. [13]. We used an intelligent XAI agent designed to support
metacognitive behaviors in the face of misinformation on Twitter,
specifically related to the COVID-19 pandemic. Our protocol was
registered in advance of data collection on July 7th, 20221. We
obtained ethics from our IRB.

4.1 Participants
A total of 35 participants (22 men, 13 women, none who identified as
another gender) who were fluent in Japanese and used Twitter were
recruited. The sample size was determined based on the previous
study by Hussein et al. [13]. Participants were recruited from Jikken-
baito, a Japanese experiment recruiting website through multiple

1https://osf.io/s7wqe

social media platforms and connection between researchers2 or
directly by the authors.

4.2 System Design
We used a novel Twitter-based intelligent XAI agent called Elemi
[15]. The agent, which requires curated content, simulates fact-
checking within tweet content, providing links to other tweets
and sources. If a tweet contains misinformation, the agent adds a
banner to the top-right side of the tweet containing an explanation
with tweets and their data sources as references for why the agent
regards the tweet as misinformed. As a simulated agent that uses
curated content, its accuracy is 100%. Tweets and sources were
manually collected and verified by the authors. There were three
consensus schemes: True (three tweets referring to three different
sources), False (three different tweets referring to the same source),
and None (only one tweet). Refer to Figure 2 for an illustration of
the agent in action.

Figure 2: The agent creates a banner on the right side of the
misinformed tweet to display an explanation with references
to tweets and other information sources and data. These were
not restricted to Twitter alone and included external sources.
Here, a “false” consensus of three different tweets referring
to the same source is shown.

4.3 Stimuli
Participants viewed a controlled Twitter timelinewith tweets sourced
from the COVID-19 hashtag in September 2022: 12 factual and 12
misinformed. The factualness of the tweets was verified by the first
author based on at least two different sources. Since we used live
Twitter, it was possible for participants to have come across these
tweets before. Factual and false tweets were randomly ordered into
pairs. No other tweets were in the timeline.

4.4 Procedure
All participants gave informed consent. The experiment was divided
into two sessions. In Session 1, participants verbally answered
how correct they thought each tweet was on a scale of 0-100 (0:
completelywrong, 100: completely right) while viewing the timeline
without the agent. Then there was a 5-minute break.

In Session 2, participants carried out the same procedure. How-
ever, this time false tweets were pointed out by the agent. The
agent’s three consensus conditions (“true”, “false”, “no”) were coun-
terbalanced and changed every eight tweets to account for individ-
ual differences. Note that, due to the Musk acquisition of Twitter,
some tweets which the agent serve as data sources unexpectedly
became unavailable. To mitigate the impact on trust and reliance,
2https://www.jikken-baito.com

https://osf.io/s7wqe
https://www.jikken-baito.com


CHI EA ’23, April 23–28, 2023, Hamburg, Germany Ueno et al.

Table 1: Results for the random intercept model. 𝛽1-𝛽3 represent the coefficient of the no consensus dummy variable on true
consensus, the coefficient of the false consensus dummy variable on true consensus, and the coefficient of trust, respectively.
The marginal and conditional coefficients of determination 𝑅2𝑚 and 𝑅2𝑐 and the Akaike Information Criterion (AIC) were
computed. ∗: p < .05

Response Model 𝛽1 𝛽2 𝛽3 W-S B-S 𝑅2𝑚 𝑅2𝑐 AIC
Variables Variance Variance

Trust 𝑀0 -0.05 -0.05 - 0.36 0.66 0.001 0.65 638.6
[-0.22, 0.12] [-0.23, 0.12]

Reliance 𝑀0 -0.22 −0.33∗ - 0.66 0.35 0.02 0.36 775.1
[-0.45, 0.01] [-0.56: -0.10]

𝑀1 -0.22 −0.33∗ 0.023 0.67 0.36 0.02 0.36 780.6
[-0.45, 0.01] [-0.56, -0.09] [-0.11, 0.16]

participants who witnessed tweets being unavailable were asked
to imagine the existence of other tweets similar to those provided
by the agent. To accommodate the dynamic nature of trust [13],
participants paused after reading two tweets (one factual and one
false) and completed a questionnaire with the trust measures (4.5.1)
on a separate tablet.

After the sessions, participants completed a post-experiment
questionnaire that included demographics and open-ended ques-
tions: “How did you feel overall about your experience with the
agent (Session 2)? Why did you feel that way? Please be specific.”
“What did you feel about the data that the agent used to identify
tweets with potentially false content? Why did you feel that way?
Please be specific.” Participants were then thanked and compen-
sated.

4.5 Measures
All measures were translated into Japanese by the authors and back-
translated using DeepL, checked by those fluent in both languages.
All references to “the system” in the instruments were changed to
the agent’s name.

4.5.1 Trust. We used the Trust in Automation scale [14], a 7-point
Likert scale consisting of 12 items: 7 for trust and 5 for distrust.
Although developed for automation, it is also the most commonly
used measure for AI [30]. Trust and distrust can exist simultane-
ously and are different concepts [19, 28]. In our case, we measured
trust multiple times (refer to 4.4). In consideration of participant
time and workload, only the seven items related to trust were used.

4.5.2 Reliance. Reliance was measured using Weights of Advice
(WOA) [10]. While WOA has been used in AI and XAI research
as a measure of trust [20, 24, 26], we used it as a measure of re-
liance because it is an objective indicator of behavior rather than
subjective and attitudinal. WOA quantifies the extent to which par-
ticipants change their ratings as a result of an informant’s advice:
𝑊𝑂𝐴𝑖 𝑗 = (𝐹𝑖 𝑗 − 𝐼𝑖 𝑗 )/(𝐴𝑖 𝑗 − 𝐼𝑖 𝑗), where I, F, and A denote the initial
estimate, the final estimate, and the advisor’s advice for some partic-
ipant i on some trial j, respectively. A WOA of 1 indicates adoption
of the advice, 0 indicates maintenance of the initial estimate, and
between 0 and 1 indicates that the advice is partially discounted.
Notably, a WOA of 0.5 indicates equal weighting of one’s own esti-
mate and the advisor’s advice. The values of Session 1 and Session

2 were assigned to I and F, respectively. The agent gave advice only
on tweets that contained false content, so the WOA was computed
only for tweets containing false content and was fixed at A = 0. The
value of WOA was truncated to 0 for values less than 0 and to 1 for
values greater than 1, following previous studies [5, 6, 20]. Note that
some previous studies used absolute values when calculating WOA
measurements. For robustness, we also used the absolute value
approach, but the nature and significance of the results remain the
same.

4.6 Data Analysis
Data were measured by subject for each condition. One person’s
data was excluded because they rated all measures at 50%, indi-
cating an inability to make judgments about correctness. Data in
columns with initial estimate (I) equal to the advice (A) were ex-
cluded according to previous work [5, 6]. In the end, 289/315 points
of data were analyzed. We fitted random intercept models; all mod-
els contain subject as a random effect and consensus (and possibly
trust) as fixed effects. We also averaged the results per consensus
condition and ran one-way repeated measures ANOVAs.

An applied thematic analysis [7] was conducted on the open-
ended responses to explore factors that may influence trust and
reliance and compare awareness of the consensus and number of
sources. A lead rater developed the initial themes, and then two
raters coded all data separately. Inter-rater reliability was assessed
by Cohen’s kappa [17] with 0.7+ as the criterion for agreement.
Themes that did not meet this criterion were modified, merged, or
discarded and repeated until the kappa exceeded 0.7. For coding
that did not match, disagreements were resolved by discussion.

5 RESULTS AND DISCUSSION
Figure 3 and Table 1 summarize the results of the statistical analyses.
Table 2 shows the thematic framework.

We begin with the linear mixed model. The Cronbach’s alpha for
trust was 𝛼 = 0.90 and the intraclass correlation coefficient (ICC)
for trust was 0.65. In the trust model𝑀0, consensus is incorporated
as a dummy variable based on the true condition because of the
categorical three conditions. Neither coefficient was statistically
significant (p > .05) The ICC for reliance was 0.34. In the reliance
model𝑀0, consensus is incorporated, with 𝛽1 not statistically sig-
nificant (p > .05) but 𝛽2 = -0.33, 95% confidence interval (CI) = [-0.56,
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Table 2: Thematic analysis framework. Numbers in parentheses are frequencies for Q1 and Q2, respectively.

Theme Sub-theme Definition Examples

The agent Usefulness of The agent’s “fact-checking” and sources “It was useful to know which
and its the agent were useful and effective, or not. tweets might include false and
algorithm (29, 5) the tweets.”

Concerns about Fear of or actual over-reliance and “The agent almost made me
misuse of the misuse of the agent. decide that the information was
agent (10, 2) false without checking the link.”
Consistent with Agent and subject agreed on factualness “My own feeling matched the
the agent (4, 2) of the content, or not. agent’s many times, ”
Time lapse Subjects’ trust and reliance on the agent “I was skeptical in the beginning,
(3, 2) changed over time. but I trusted it in the end . . . ”
Questions about Subjects wanted to understand the “I wondered how they find users
the agent’s agent’s algorithm and the criteria by who have opposing views.”
algorithm (2, 1) which it made decisions.

Tweets/ Reliability of Feelings about the reliability of the “The agent’s data sources also
sources content (3, 20) tweets and sources provided by the seemed like sites I wasn’t sure I
provided agent. could trust.”
by the Number/ Trust and reliance on the agent varied “I felt that it would be more
agent consensus of based on the number of sources and credible if the sources were not all

sources (5, 8) type of consensus the agent provided. the same.”
Unavailable When the agent provided unavailable “. . . I have a sneaking suspicion that
tweets (1, 7) tweets, subjects felt a loss of trust the fact that it was erased may have

and reliance on the agent. been false information in itself. . . ”
Unfamiliar Difficult to judge the agents’ support “I was not familiar with many of the
foreign content because the tweets and sources provided foreign references.”
(2, 6) were foreign.
Heavy use of the Whether the agent was dependable “The fact that the source data were
same sources (1, 2) in providing the same sources repeatedly. from the same organization made the

judgement seem a bit untrustworthy.”

-0.10], which was statistically significant (p = .006). Reliance model
𝑀1 was added trust to and was statistically significant with only
𝛽2 = -0.33, p = (.006), 95% CI = [-0.56, -0.093].

An ANOVA indicated a statistically significant difference across
consensus conditions, F (2, 66) = 4.46, p = .015. A post-hoc analysis
with a Bonferroni correction revealed that the pairwise differences
between false and true were statistically significantly different (p =
.032). Other pairwise differences were not statistically significantly
different (p > .05). Also, trust was not statistically significant under
different consensus conditions, F (2, 66) = .10, p = .90.

Ten qualitative sub-themes were identified and further classified
into two major themes (Table 2). The theme "The agent and its algo-
rithm" includes references related to trust, dependence, and reliabil-
ity of the agent itself and its algorithm. The theme "Tweets/sources
provided by the agent" refers to the tweets provided by the agent
in its explanations, and references related to trust, dependence, and
reliability on the fact-checking articles as sources.

The results partially support (H1-2) but do not support (H1-1) and
(H1-3) with respect to (RQ1). True consensus significantly increased
reliance on the agent compared to false consensus, but did not do
better than no consensus. Also, consensus-based explanations did
not affect trust in the agent. The agent consistently received high
trust scores (5̃/7), which did not mediate the relationship between

Figure 3: The box-and-whisker diagram shows the results
of the ANOVAs. The boxes indicate the interquartile ranges
and the horizontal lines are the medians. The circles inside
the box represent the mean.

consensus-based explanations and reliance. In short, trust (attitude)
towards the agent was not affected by consensus-based explana-
tions. Still, subjects recognized the difference between true and
false consensus and relied more on true consensus-based explana-
tions (behavior). Consensus or number of sources was an important
factor. Even so, most subjects stated that the function was useful,
which may be a factor that sustained such a high level of trust.
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Trust does not necessarily manifest itself in reliance, and reliance
is not necessarily evidence of trust [22]. Our results reiterate the
importance of separating trust and reliance in XAI agents.

The results support (H2) for (RQ2). Subjects relied on the agent’s
true consensus-based explanations significantly more than those
based on false consensus. Significantly, the illusion of consensus
did not appear. This confirms the results of previous work [4] for
XAI explanations: by making the relationships among data sources
transparent, our XAI agent prevented an illusion of consensus.
Still, unlike in previous work [4, 36], the difference between true
and no consensus, i.e., the difference in number of sources used in
the explanation, was not significantly different for reliance. The
thematic analysis results suggest that subjects focused more on the
trustworthiness of individual sources rather than on consensus and
the number of data sources. Future work can explore how to raise
awareness of this.

This study was limited by its focus on trust and reliance over
other influential factors, such as individual differences (e.g. neurotic
tendencies), agent reliability, and so on. Incorporating these factors
will help us better understand the impact of consensus-based ex-
planations on trust and reliance. Some subjects were unable to use
some data source tweet due to Twitter’s volatility. Future studies
should use research designs or technology hacks that prevent such
events or explore their impact. As a lab-based study, our agent re-
lied on a timeline containing 24 tweets. Larger, longer-term studies
will be needed to better understand the dynamic nature of trust
as well as studies in the wild. Finally, the agent could be explored
as a general tool for, e.g., classifying toxicity or predicting risk of
posting misinformation.

6 CONCLUSION
Source consensus in explanations affected reliance on the XAI agent,
but trust was not a mediator. The illusion of consensus did not occur
because the agent ensured that the relationships among the data
sources were transparent. Our findings provide initial evidence of
the importance of revealing the relationships among data sources
in explanations and the importance of providing true consensus in
fact-checking XAI agents.
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